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The Reencoding Dilemma

Reencoding every step
● The intermediate states are extracted from the 

intermediate latent states, on-the-fly, at ever step.
● Stable but slow to run

Decoder

Encoder

Latent Dynamics No Reencoding
● The latent trajectory is generated by repetitively 

hitting the first latent states by the Koopman matrix
● The system states are generated by decoding the 

entire latent trajectory, all at once.
● Unstable, but fast to run

Periodic Reencoding
● Every so often, the latent state along the trajectory is decoded to the system 

state, and encoded back.
● Latent states are “course-corrected” periodically.
● Stable and fast to run, yay!

Open vs closed-loop and non-injective Results
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