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• Requirements

• The pre-trained model ℳ! trained on the source (training) data 𝒟!
• Target (test) data 𝒟" = {𝑥"}

• Goal

• Using ℳ! and the stream of 𝒟", obtain the best performance on target domain

• Constraints

• No source (train) data 𝒟!
• Efficiency (memory, runtime)

Test-Time Adaptation
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• TTA cannot access whole target data 𝒟! before adaptation.

• Impossible to estimate the target distribution

• Prone to inaccurate prediction in the early stage

• Error accumulation!

• Need to adapt using samples that have a lower likelihood of causing error
• Sample filtering and reweighting with confidence metric!

Test-Time Adaptation (cont’d)
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• TENT (ICLR 2021 spotlight)

• Entropy minimization loss

• No filtering

• EATA (ICML 2022)

• TENT + filtering + regularization

• Reliable (entropy) filtering + redundant filtering

• Fisher regularization

• SAR (ICLR 2023 oral)

• Reliable (entropy) filtering + sharpness-aware entropy minimization loss

Previous work

4/16



• Observations

• The lowest entropy interval shows the lowest accuracy

• Unreliable!

• Samples in 0~Q1

• Correct samples: focus on bird (target) well

• Wrong samples: relatively bad

Previous work (cont’d)
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• Entropy cannot reflect 'which part’ of the image assigns low entropy.

• If birds (object)? è good!

• If spurious features (background)? è bad…

• Let’s take ‘disentangled factors’ notation!

Entropy is not enough for TTA!
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• Disentangled factors

• Disentangled latent vector 𝐯 𝐱 = (v# 𝐱 , v$ 𝐱 ,… , v%! 𝐱 ) ∈ ℝ
%!

• Each element is independent

• 𝐯 𝐱 can perfectly reconstruct an input image 𝐱

• v! 𝐱 ∈ [0,1]: the 𝑖-th factor of 𝐱

• In binary classification (y ∈ {−1,+1})
• Each factor v! 𝐱 has a correlation with a true label y

• Under distribution shift, the correlation can be changed!

• Define two correlations

– corr!"#$%& = corr(y"#$%&, v!"#$%&), corr!"'(" = corr(y"'(", v!"'(")

• Then we could divide 𝐯(𝐱) into four partitions

Entropy is not enough for TTA! (cont’d)
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• Assume the pretrained model ℳ" as a linear classifier.

• With Proposition 1, we can explain why the samples with low entropy can be harmful.

Entropy is not enough for TTA! (cont’d)
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• The partitions of optimal parameters 𝜽∗ for the training data

• In the early stages of adaptation, 𝐱with a high-confidence pseudo-label of %y = +1 satisfies

• Two dominant factors

• 𝐯&&: Commonly Positively-coRrelated with label (CPR) factors

• 𝐯&': TRAin-time only Positively-correlated with label (TRAP) factors

Entropy is not enough for TTA! (cont’d)
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• By definition, the expectations of CPR factors and TRAP factors are as follows:

• Reformulation of Eq. (5) of Proposition 1.

• Eq. (7.a) (related to CPR factors) becomes positive, and Eq. (7.b) (related to TRAP factors) becomes negative

• |(7. a)| ≪ |(7. 𝑏)|à a harmful sample

– When TRAP factors affect more than CPR factors, the sample becomes harmful

Entropy is not enough for TTA! (cont’d)
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• If  |(7. a)| ≪ |(7. 𝑏)| and 𝜽$$ ⋅ 𝐯$$ + 𝜽$% ⋅ 𝐯$% ≫ 𝜽%$ ⋅ 𝐯%$ + 𝜽%% ⋅ 𝐯%%
à 𝐱 becomes a harmful sample with low entropy (high confidence)

• Low entropy filtering cannot discern good & bad samples

• Then how to adapt?

• Utilize the CPR factors and avoid the TRAP factors!

Entropy is not enough for TTA! (cont’d)

All sources are created by DALL·E
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• Destroy Your Object (DeYO)

• Utilize the factor that aligns with g.t. class (CPR factor: 𝐯&&) under any test distribution

• Classification task: the shape of object!

• We can simply apply patch shuffling to destroy the shape information, preserving the patch-level local features.

• If a prediction becomes uncertain when the shape of object is destroyed,
àThe model considers the shape of the object as the dominant factor when classifying the sample.

• Pseudo-Label Probability Difference (PLPD)

• Measures the extent to which the probability of pseudo-label decreases after applying the patch shuffling

• Utilize samples with low entropy & high PLPD!

Methodology
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• Overall procedure of DeYO

Methodology (cont’d)
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• TTA on an i.i.d. sampling (mild) scenario (ResNet-50-BN)

• TTA on a spurious correlations shift (biased) scenario (ResNet-18/50-BN)

Experiments
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• TTA on wild scenarios (ResNet-50-GN, ViT-16/B)

• Temporally-correlated label shifts

• Batch size 1

Experiments (cont’d)
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• TL;DR

• Address the limitations of relying solely on entropy as a confidence metric for TTA.

• Summary

• Theoretically prove why entropy is not enough for TTA.

• Entropy cannot discern the CPR and TRAP factors.

• Introduce an effective TTA method based on the proposed novel confidence metric.

• Achieve state-of-the-art performances in various TTA scenarios.

• More details can be found:

• Paper:  https://openreview.net/forum?id=9w3iw8wDuE

• Project page: https://whitesnowdrop.github.io/DeYO/

• Code: https://github.com/Jhyun17/DeYO

• Poster Session: Tue 7 May 10:45 am - 12:45 pm at Halle B

Thank you!
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