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Molecule Generation
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q Molecule Generation: Finding novel molecular structures with desired properties

Chemformer: a pre-trained transformer for computational chemistry (2022)

Each molecules as a sequence 
of discrete actions

q Search in continuous hidden space q Search in discrete chemical space

q Search in molecular language space

Automatic Chemical Design Using a Data-Driven 
Continuous Representation of Molecules (2018)

Graph Convolutional Policy Network for Goal-Directed 
Molecular Graph Generation (2019)
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Challenges in Molecular Language Models
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q SMILES-based language models have a certain 
probability of producing invalid molecules

q Molecular language models often suffer 
from “molecular hallucinations”

Random double mutation
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Proposal
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💡 Aligning pre-trained molecular language model with chemical preferences
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MolGen’s Framework

Domain-agnostic Molecular Pre-training:
• Stage 1: Understand the molecular structure, grammar, and intrinsic semantics.
• Stage 2: Harness knowledge transferable across diverse domains.

Self-feedback Paradigm - align PLM with chemical preference:
• Align the probabilistic rankings with chemical preference rankings.
• Learn to evaluate and rectify its molecular outputs.
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Molecular Distribution Learning
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Reflects real-world molecular distributions
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Molecular Optimization
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Alleviate molecular hallucinations
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Analysis
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Captures molecular characteristics Recognizes meaningful substructures
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Take Away
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q This study proposes a pre-trained molecular language model tailored for
molecule generation:
q generating valid molecules while avoiding “molecular hallucinations”

q identifying essential molecular substructures

q Apply to other tasks such as retrosynthesis and reaction prediction

q Explore multimodal pre-training

q Incorporate additional sources of knowledge

Future Work
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Open Source
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Github Hugging Face

github.com/zjunlp/MolGen

zjunlp/MolGen-large-opt

zjunlp/MolGen-7B

zjunlp/MolGen-large
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Thank you!

ModelCode


