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Background: Fine-tuning improves capabilities beyond training task
RLHF on English leads to instruction-following in French (Ouyang et al. 2022)

https://huggingface.co/blog/rlhf



Background: Fine-tuning improves capabilities beyond training task
Code fine-tuning improves Entity Tracking capabilities (Kim et al. 2023)



● Fine-tuning on generic domains such as code, mathematics, and instructions has been 
shown to enhance language models performance on multiple tasks.

Liu et al. “Goat: Fine-tuned LLaMA Outperforms GPT-4 
on Arithmetic Tasks” (2023).

Kim et al. “Entity Tracking in Language Models” (2023).

We still don't know how fine-tuning 
improves a downstream task.🤔



What is Entity Tracking Task?
The book is in Box D, the apple is in Box G, the brain is in Box H, …

Box G contains the _____

Box G contains the _____

D G HK M P Z

Najoung Kim, Sebastian Schuster. Entity Tracking in Language Models, 2023.
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Arithmetic Fine-tuning improves Entity Tracking

Model Fine-tuned? Full Model Performance

Llama-7B (Touvron et al. 2023) - 0.66

Vicuna-7B (Chiang et al. 2023) User conversations 0.67

Goat-7B (Liu & Low, 2023) Arithmetic tasks (LoRA) 0.82

FLoat-7B Arithmetic tasks (w/o LoRA) 0.82
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Arithmetic Fine-tuning improves Entity Tracking

Model Fine-tuned? Full Model Performance

Llama-7B (Touvron et al. 2023) - 0.66

Vicuna-7B (Chiang et al. 2023) User conversations 0.67

Goat-7B (Liu & Low, 2023) Arithmetic tasks (LoRA) 0.82

FLoat-7B Arithmetic tasks (w/o LoRA) 0.82

Arithmetic fine-tuning improves it a lot.



● We study the ability of language model to perform in-context entity tracking, i.e. infer 
properties associated with an entity previously defined in the input context.

Model Fine-tuned? Full Model Performance

Llama-7B (Touvron et al. 2023) - 0.66

Vicuna-7B (Chiang et al. 2023) User conversations 0.67

Goat-7B (Liu & Low, 2023) Arithmetic tasks (LoRA) 0.82

FLoat-7B Arithmetic tasks (w/o LoRA) 0.82

Mechanistically explain why fine-tuned 
models perform entity tracking better 

than base model.🧐
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● Fine-tuned models contain a different circuit for performing entity tracking.

● Fine-tuned models contains the same circuit as the base model.

Hypotheses: Is the same circuit present after fine-tuning?
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logits

What are the important edges 
in a computational graph?

Wang et al. Interpretability in the Wild: a Circuit for Indirect Object Identification in GPT-2 small, 2023.

Path Patching: Circuit Discovery Algorithm (Intuition)
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tokens

logits

Edges that exhibited the 
greatest degradation in logit 

values.

Circuit Edges

Wang et al. Interpretability in the Wild: a Circuit for Indirect Object Identification in GPT-2 small, 2023.

Path Patching: Circuit Discovery Algorithm (Intuition)



tokens

logits Circuit Edges

Wang et al. Interpretability in the Wild: a Circuit for Indirect Object Identification in GPT-2 small, 2023.

Path Patching: Circuit Discovery Algorithm (Intuition)



Entity Tracking Circuit in Llama-7B



Faithfulness Metric for Evaluating Circuits
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+ + +

Faithfulness Metric for Evaluating Circuits

Faithfulness of circuit C =
F(C)
F(M)

=

+ + +



Identified Circuit Can Recover Entire Model Performance

Accuracy

Model Fine-tuned? Full 
Model 

Circuit Random 
Circuit

Faithfulness

Llama-7B - 0.66 0.66 0.00 1.00

Amazing! 75/55296 (<0.1%) attention heads recovers 100% of the model performance.



Identified LLaMa-7B Circuit also Present in Fine-tuned models

Accuracy

Model Fine-tuned? Full 
Model 

Circuit Random 
Circuit

Faithfulness

Llama-7B - 0.66 0.66 0.00 1.00

Vicuna-7B User conversations 0.67 0.65 0.00 0.97

Goat-7B Arithmetic tasks 
(LoRA)

0.82 0.73 0.01 0.89

FLoat-7B Arithmetic tasks 
(w/o LoRA)

0.82 0.72 0.01 0.88

Llama-7B circuit can restore at least 88% of the entire fine-tuned models’ performance.



Accuracy

Model Fine-tuned? Full 
Model 

Circuit Random 
Circuit

Faithfulness

Llama-7B - 0.66 0.66 0.00 1.00

Vicuna-7B User conversations 0.67 0.65 0.00 0.97

Goat-7B Arithmetic tasks 
(LoRA)

0.82 0.73 0.01 0.89

FLoat-7B Arithmetic tasks 
(w/o LoRA)

0.82 0.72 0.01 0.88

● The same circuit can also restore at least 88% of the overall performance of the entire 
fine-tuned models.

Exactly same circuit roughly 
constitutes the entity-tracking circuit 
in the base and fine-tuned models!

💡



● Same circuit components have varied functionality in base and fine-tuned models.

● Same circuit implements same mechanism, but with an enhanced functionality.

Hypotheses: Is circuit functionality the same after fine-tuning?



Describing Circuit Components’ Functionalities
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Group A heads attend to and fetch 
information from correct object token.



Describing Circuit Components’ Functionalities

Group A heads attend to and fetch 
information from correct object token.

What information do they fetch?
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Group A heads Fetch Value of Correct Object

We call them Value Fetcher heads.



Entity Tracking Circuit in Llama-7B
Group B heads attend to query label token 
and passes information to query vectors of 

group A heads. 



Group B heads Transmit Position of Correct Object

We call them Position Transmitter heads.



Entity Tracking Circuit in Llama-7B
Group C heads attend to previous label token 

and passes information to value vectors of 
group B heads. 



Group C heads Detect Position of Correct Object

We call them Position Detector heads.



Entity Tracking Circuit in Llama-7B

Group D heads attend to segment tokens and 
passes information to value vectors of group 

C heads. 



Group D heads Functionality Remains Mystery

We call them Structure Reader heads.



Entity Tracking Mechanism
Value Info.

Position Info.

Position Info.



Functionality Remain Consistent Across Models

● Group A heads fetches value information 
across models.



Functionality Remain Consistent Across Models

● Group B heads transmit positional 
information across models.



Functionality Remain Consistent Across Models

● Group C heads detect positional 
information across models.



Mechanism Remain Consistent Across Models
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Model Circuit Faithfulness

Llama-7B 0.66 1.00

Vicuna-7B 0.65 0.97

Goat-7B 0.73 0.89

FLoat-7B 0.72 0.88

Mechanism remain consistent across 
models.💡
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● Activations are compatible across models.

● Improved representation of the correct 
object in fine-tuned models.

● Augmented positional information in 
fine-tuned models.

Goat-7B and FLoat-7B Have Enhanced Sub-mechanisms
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