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SPIKEPOINT



Event Cameras

• High dynamic range.
• Low Latency.
• Low Power Consumption.
• Fast Motion Handling.
• Robust to Motion Blur.

Spiking Neural Network

Source link: https://qbi.uq.edu.au/sahgroup, https://pypi.org/project/snntorch/

Background

• Binary  information.

• Biologically inspired network.

• Low Power Consumption.

Ultra-low-power Application 
(action recognition)

https://qbi.uq.edu.au/sahgroup


Background
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1. Time-consuming Representation conversion.

2. Mature backbone network for Frame (VGG, ResNet, VIT).

3. Dense Computing and Synchronization( not match for DVS).

4. High Accuracy than point-based method.

Different Event-based Method

Event 
Camera

Spiking Neural 
Network

Point
CloudLow Parameter & FLOPs

Point Cloud

• Sparsity.

• (x,y,z).

• Permutation invariance.

Frame-based

Point-based



Preprocessing
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1. Ignore events’ polarity .

2. Divided by sliding window.

3. Down-sampling (1024 events) and normalization.

4. Sampling and Grouping.

5. Standardization.

6. Rate Coding. Challenge!
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Challenge: Sampling and Grouping

There is a negative value that cannot be spike encoded.

Take absolute values, but the data distribution will shift.

Visualization the shift of absolute operation.  (a) 
The spatial coordinate of [𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚,𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚] and 
[𝑥𝑥𝑐𝑐 ,𝑦𝑦𝑐𝑐 , 𝑧𝑧𝑐𝑐].  (b) The transformation of the 
distribution after taking absolute.

By modify the input ([∆𝑥𝑥,∆𝑦𝑦, ∆𝑧𝑧, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚, 𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚]), our method results in a 
76% reduction in rate encoding error of the coordinates in Daily DVS dataset.

No. [𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, … ] [𝑥𝑥𝑐𝑐, … ] Acc.

1 √ × 97.92%

2 × √ 96.25%

The performance get better.



Challenge: Hierarchical Structure
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Advantages

1. Global and local structural module. Maintain high precision.

2. Feature extractor designed for SNN, capable of back-propagation training.

3. Solve spiking neural network negative coding problem with two-branch architecture.

singular stage structure

The overall architecture of SpikePoint. 

Ablation of different residual connection.



Experiment
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Summary

1. Minimal number of parameters.

2. Super high accuracy (results better than most ANNs).

3. Training by back-propagation, not ANN2SNN.

4. Low power consumption Real-time action recognition applications.

1. DVS 128 Gesture. 2. Daily DVS.

3. DVS Action.

Power consumption.

4. HMDB51-DVS

5. UCF101-DVS



Thank You!
Hongwei Ren
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