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Extreme Classification

• Goal: Map a data point to the most relevant subset of labels.
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Tail Labels

• OvA classifiers overfit on tail labels
• Tail Label constitute a significant proportion of labels
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Mitigating inferior tail performance 

• Regularizing OvA Classifiers
• Loss Reweighting
• Augmenting tail labels

Label Variance

• Measures imprecision in dataset
• Difference in annotator’s judgments
• Fluctuation in user interests



Effect of Label Variance

• Theorem 1:
• Generalization performance of OvA Classifiers ∝ 1

𝐿𝑎𝑏𝑒𝑙 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒

• Precise relevance estimates (                                                    ), lowers Label variance

• Lemma 1:
• Upper bound on label variance is ∝ 1

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑓𝑜𝑟 𝑙𝑎𝑏𝑒𝑙

• Tail Labels have high label variance

Goal: Reducing label variance using a teacher model



Reducing Label Variance

• Siamese networks perform better on tail labels
• Relevance scores from Siamese networks are not well calibrated
• Theorem 3: Training Siamese teacher (      ) with logistic loss gives well 

calibrated relevance estimates

• Theorem 2: Training OvA classifiers with ground truth and teacher relevance 
estimates is more optimal that using either one alone. 



New Datasets

• Queries and Labels have lesser semantic overlap
• Longer tail 
• Resemble real world applications

Query Completion Task (AOL Dataset) Intent Generalization Task (Wiki-Hierarchy Dataset)



Results

• LEVER can easily combine with any OvA classifier
• Improves Precision by 1.4%, PSP by 5%, Coverage by 6.5%
• No inference overhead, training time is at most 2x for Renée



Thank You!

• Paper: https://openreview.net/pdf?id=6ARlSgun7J
• Code: https://github.com/anirudhb11/LEVER
• Reach out: anirudhb1102@gmail.com; yprabhu@microsoft.com
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