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Extreme Classification

* Goal: Map a data point to the most relevant subset of labels.

Wikipedia article on Albert Einstein

Albert Einstein (/'ainstain/ EYEN-styne;!*! German:
['albeet “Pamnftazn] @) V; 14 March 1879 — 18 April
1955) was a German-born theoretical physicist who is
widely held to be one of the greatest and most
influential scientists of all time. Best known for
developing the theory of relativity, Einstein also made
important contributions to quantum mechanics, and was
thus a central figure in the revolutionary reshaping of
the scientific understanding of nature that modern
physics accomplished in the first decades of the
twentieth century.[1][5] His mass—energy equivalence

formula 7 = mc?, which arises from relativity theory,
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Tail Labels

e OVA classifiers overfit on tail labels

* Tail Label constitute a significant proportion of labels
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Mitigating inferior tail performance

* Regularizing OvA Classifiers
* Loss Reweighting
* Augmenting tail labels

Label Variance

* Measures imprecision in dataset
* Difference in annotator’s judgments

 Fluctuation in user interests



Effect of Label Variance

e Theorem 1:

* Generalization performance of OvA Classifiers « :

Label Variance
* Precise relevance estimates (IP(Label is relevant | Query)), lowers Label variance

e lemma 1:
1

Number of samples for label

* Upper bound on label variance is «

* Tail Labels have high label variance

Goal: Reducing label variance using a teacher model



Reducing Label Variance

* Siamese networks perform better on tail labels
 Relevance scores from Siamese networks are not well calibrated

« Theorem 3: Training Siamese teacher ( £y) with logistic loss gives well
calibrated relevance estimates

istic = 1] y Eo(i) T Eg(b)—Eo (i) T Eo(a)
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Theorem 2: Training OVA classifiers with ground truth and teacher relevance
estimates is more optimal that using either one alone.
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New Datasets

* Queries and Labels have lesser semantic overlap
* Longer tail

* Resemble real world applications

Query Completion Task (AOL Dataset) Intent Generalization Task (Wiki-Hierarchy Dataset)
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Results

* LEVER can easily combine with any OvVA classifier

* Improves Precision by 1.4%, PSP by 5%, Coverage by 6.5%
* No inference overhead, training time is at most 2x for Renée

Model LF-AmazonTitles-131K| LF-Wikipedia-500K LF-AOL-270K
P@5 PSP@5 P@5 PSP@5 P@5 PSP@5
ELIAS 18.14 39.08 48.75 48.67 14.91 25.22
ELIAS + LEVER 20.16 45.43 50.03 55.03 15.57 30.43
CascadeXML 18.18 38.81 45.10 43.29 14.82 23.19
CascadeXML + LEVER 20.63 46.95 46.44 50.99 14.99 27.59
Renée 22.04 50.33 51.68 55.68 15.85 32.19
Renée + LEVER 21.92 50.31 51.98 60.29 17.07 45.13




Thank You!

* Paper: https://openreview.net/pdf?id=6ARISgun’/J
* Code: https://github.com/anirudhb11/LEVER
* Reach out: anirudhb1102@gmail.com; yprabhu@microsoft.com
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