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VLMs may suffer from the following three limitations:

Hard to Understand Text-to-

Image Reference
Hard to Understand the 

Relationships between 

Multiple Images

Hard to Learn from In-Context 

Multi-Modal Demonstrations



Comparison of different VLM architectures



Design of Context Scheme of MMICL



Data Construction Pipeline



Data Construction Pipeline



Data Construction Pipeline



Data Source



MMICL Architecture & Training Paradigm



General Performance Evaluation



Performance Prob

Text-to-Image Reference

Image-to-Image Relationships

Multi-Modal In-Context Learning



Performance Prob

➢ Text-to-Image Reference

➢ Image-to-Image Relationships



Performance Prob

➢ Multi-Modal In-Context Learning



Hallucination & Language Bais

What is the capital of South Carolina? [ "Columbia", "Montgomery", "Charleston", "Harrisburg" ]

Which property matches this object? [ "flexible", "sticky" ]

Don’t Require Visual Information to answer

Require Visual Information to answer



Ablation Study

Ablation Study on Training Paradigm

Ablation Study on Context Scheme



Takeaway

To we address the limitation of most VLMs, we introduce the MMICL, a 

new approach to allow the VLM to deal with multi-modal inputs efficiently.

We propose a novel context scheme to augment the in-context learning 

ability of the VLM and constructe the MIC dataset under the guidance the 

proposed context scheme for tuning the VLM.

MMICL effectively tackles the challenge of complex multi-modal prompt 

understanding and emerges the impressive ICL ability. It achieves new 

SOTA zero-shot performance on a wide range of general vision-language 

and complex benchmarks. 

Paper& Code & Data: MMICL

https://github.com/HaozheZhao/MIC

