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Asynchronous	FL:	Background

From	synchronous	FL	to	asynchronous	FL	(FedAsync*,	FedBuff**):	improve	the	
training	efDiciency

*Xie, Cong, Sanmi Koyejo, and Indranil Gupta. "Asynchronous federated optimization."
**Nguyen, John, et al. "Federated learning with buffered asynchronous aggregation."
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Asynchronous	FL:	Background

What	makes	Asynchronous	FL	less	
efDicient?
• Client	1	and	Client	3	may	differ	in	data	
distribution	
• 𝑥"	is	computed	from	a	latest	global	
model	�̅�#
• 𝑥$	is	computed	from	an	outdated	model	
�̅�%,	but	𝑥$	is	update	to	�̅�#

Ø	The	delay	of	Client	3	hurts
convergence
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Cache-Aided	Asynchronous	FL	(CA𝟐FL)

Wewant	some help	(“cached	variable”)	from	other	clients,		even	they	don’t	
participate	

Although	𝑥$	is	computed	from	a	very	outdated	model,	the	cached	update	
direction	ℎ#,	ℎ(,	ℎ)	can	help	calibrate	the	update	direction	
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Cache-Aided	Asynchronous	FL	(CA𝟐FL)

ℎ' ℎ( ℎ)
Clients	(e.g.	1-	5)

ℎ& ℎ#

Global	
update

Receive	𝜟'	
from	client	1	

Receive	𝜟(	
from	client	4	𝜟 ← 𝜟 + 𝜟' − ℎ'
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𝑥 = 𝑥 + 𝜂𝑣

ℎ = 𝐴𝑣𝑔	(ℎ*)	

Server	caches	latest	local	update
Cached	update

𝜟' 𝜟( ℎ)
Clients	(e.g.	1-	5)

ℎ& ℎ#

Cached	update
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Clients	(e.g.	1-	5)

ℎ& ℎ# =

How	to	appropriately	use	cache	variables?
Global calibration

Cached update

Server

ℎ!𝜟 = 𝟎

𝜟:	global	model	difference,	𝜟*:	local	update	from	client	𝑖,			

Asynchronous:	𝑣 = 𝜟𝟏,𝜟𝟒
& 𝑣 =

ℎ' + ℎ& + ℎ# + ℎ( + ℎ)
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𝜟𝟏 + 𝜟𝟒
2 	−
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Investigate	the	Convergence	of	Async.	FL	(FedBuff)

The	convergence	rate	for	FedBuff		is	

𝑂 <
=>𝜎?

# + "
=<> 	+

<@!"#@"$%A%&B@!"#A&

= ,	
𝑇:	total	global	rounds,	𝐾:	#n	of	local	updates,	𝑁:	#n	total	clients,	𝑀:	#n	participated	clients

The	convergence	degradation	brought	by	the	asynchronous	delay	𝜏	is	amplified	
by	the	high	data	heterogeneity	(large	𝜎?#)

𝜏./0:	maximum	delay
	𝜏/12:	average	delay
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Investigate	the	Convergence	of	CA𝟐FL

The	convergence	rate	for	CA#FL		is	

𝑂 "
=<>

	+ (@!"#BD!"#)A&

=
,	

𝑇:	total	global	rounds,	𝐾:	#n	of	local	updates,	𝑀:	#n	participated	clients

Comparing	with	the	convergence	of	FedBuff
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Eliminate	this	termMerged	with	smaller order terms

𝜁./0:	maximum	difference
between	cached	step	and	current	step
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Experiments

AFGA	and	CAFGA	show	advantages	over	FL	baseline

Experiments	on	image	classification	and	language	understanding	
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Experiments

The	proposed	CA#FL	shows	advantage	in	training	efficiency

Matthew’s	correlation	
for	CoLA
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