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Learning from Sparse Offline Datasets via 
Conservative Density Estimation

• TL;DR: We propose a new offline reinforcement learning (RL) method to improve the 
performances in sparse reward and scarce data settings.

• Offline RL:
• Learn a policy from fixed dataset
• Without further interaction with Environment offline data
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Background

• Challenges of offline RL in terms of data
• Sparse reward setting
(e.g., reward > 0 only when reaching the goal)

è It makes it hard to tell whether a policy is good or not, 
especially with Bellman-style value learning

• Scarce data setting
è The coverage of offline data on state-action space is not 
enough

è The out-of-distribution (OOD) issue is more severe

dense reward sparse reward
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Method - Conservative Density Estimation

• We formulate the optimization problem in terms of 
stationary distribution 𝑑! 𝑠, 𝑎
• Based on Distribution Correction Estimation (DICE)

• Additional constraint: be conservative on OOD region

• Mitigate the support mismatch issue

è maximize regularized reward

è 𝑑! should be valid

è be conservative on unseen region

𝜖 ⋅ 𝜇(𝑠, 𝑎)

𝑑! 𝑠, 𝑎
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Method

• How to solve the above constrained optimization problem?

• Let *𝑑" 𝑠, 𝑎 = 𝜁𝑑" 𝑠, 𝑎 + 1 − 𝜁 𝜇 𝑠, 𝑎 , 𝑤 𝑠, 𝑎 = #! $,&
'#" $,&

• è min
()*,+

max
,

ℒ 𝑤; 𝑣, 𝜆

• Nice properties for solving this min-max problem.
• Inner max problem has a closed-form solution:

𝑤∗ 𝑠, 𝑎 = 𝑓. /0 ;𝐴 𝑠, 𝑎 /𝛼 , ;𝐴 can be represented by 𝑣, 𝜆

• Outer min problem: min
()*,+

ℒ 𝑤∗; 𝑣, 𝜆 is a convex optimization

• Mitigate the value estimation error compared to Bellman update
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Method

• The training pipeline of our method CDE:
• Policy evaluation: solve the optimal 𝑤∗, 𝑣∗, 𝜆∗ from the minimax problem

• Policy extraction: min
1
𝐷23 𝑑!# 𝑤∗ *𝑑"] ≈ min

1
𝐸 − log𝑤∗ 𝑠, 𝑎 + 𝐷23 𝜋1 𝜋"

• Theoretical analysis:
• The importance ratio 𝑤∗ 𝑠, 𝑎 on unseen region is bounded
• The performance gap to optimal policy is bounded

• in terms of (1) the quality of dataset, and (2) the size of dataset



7

Experiment – sparse reward setting

• Performances on D4RL sparse-reward tasks
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Experiment – scarce data setting

• Test the performances with a small 
proportion of original dataset

• Sparse-MuJoCo tasks adopt binary 
sparse rewards:

𝑠$, 𝑎$ is in the trajectory {𝑠%, 𝑎%, 𝑟%, 𝑠&, … }
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Summary

• We propose an offline RL method CDE by applying pessimism from the perspective of 
stationary distribution.

• Our method shows better performances in sparse reward or scarce data settings.


