
Challenges of “Irregular time series”

Variants of Neural Differential Equations.

• Neural ODEs:  𝑧 𝑡 = 𝑧 0 + 0׬
𝑡
𝑓 𝑠, 𝑧 𝑠 ; 𝜃𝑓 d𝑠

• Neural CDEs:  𝑧 𝑡 = 𝑧 0 + 0׬
𝑡
𝑓 𝑠, 𝑧 𝑠 ; 𝜃𝑓 d𝑋 𝑠

• Neural SDEs:  𝑧 𝑡 = 𝑧 0 + 0׬
𝑡
𝑓 𝑠, 𝑧 𝑠 ; 𝜃𝑓 d𝑠 + 0׬

𝑡
𝑔 𝑠, 𝑧 𝑠 ; 𝜃𝑓 d𝑊(𝑠)

Proposed Stable Neural SDEs

Limitations of naïve Neural SDEs.

• Lack of guarantee of the existence and uniqueness of a strong solution.

• Stochastic destabilization, Instability with respect to Euler discretization.

Three classes of Neural SDEs.

• Building upon well-established SDEs, we propose three stable Neural SDEs:

• We propose 𝒛 𝒕 that incorporates a controlled path 𝑋 𝑡 in the drift term as follows:

𝛾 𝑡, 𝒛 𝒕 ; 𝜃𝛾 = 𝛾 𝑡, 𝜁 𝑡, 𝑧 𝑡 , 𝑋 𝑡 ; 𝜃𝜁 ; 𝜃𝛾 ,

where 𝜁 is a neural network with parameter 𝜃𝜁 .

Key properties

• Existence and Uniqueness: The proposed Neural SDEs have their unique strong solutions.

• Stochastic stability*: The stability of the proposed method is theoretically guaranteed.

• Absorbing property of GSDE: When a latent representation value hits zero, it remains zero.

Stable Neural Stochastic Differential Equations in 
Analyzing Irregular Time Series Data 
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Forecasting 

MSE error performance 

versus percent observed 

time points on MuJoCo

Interpolation 

MSE error versus percent 

observed time points on 

PhysioNet Mortality

Methods Drift term Diffusion term

Naïve Neural SDE (Neural SDE) 𝑓 𝑡, 𝑧 𝑡 ; 𝜃𝑓 𝑔 𝑡, 𝑧 𝑡 ; 𝜃𝑔

Neural Langevin-type SDE (Neural LSDE) 𝜸 𝒛 𝒕 ; 𝜽𝜸 𝝈 𝒕; 𝜽𝝈

Neural Linear Noise SDE (Neural LNSDE) 𝜸 𝒕, 𝒛 𝒕 ; 𝜽𝜸 𝝈 𝒕; 𝜽𝝈 𝒛 𝒕

Neural Geometric SDE (Neural GSDE) 𝜸 𝒕, 𝒛 𝒕 ; 𝜽𝜸 𝒛 𝒕 𝝈 𝒕; 𝜽𝝈 𝒛 𝒕

* Stability in Neural Differential Equations ensures that the output distribution changes continuously with respect to input distribution 

shifts, guaranteeing the model's robust performance even when faced with irregular intervals or missing data.
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Examples of irregular time series

Approximation

Exact solution

RNNs
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Find solution of differential equations
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TL; DR:

- We propose three stable classes of Neural Stochastic Differential Equations:

• Neural LSDE: Neural Langevin-type SDE

d𝑧 𝑡 = 𝛾 ҧ𝑧 𝑡 ; 𝜃𝑡 d𝑡 + 𝜎 𝑡; 𝜃𝜎 d𝑊(𝑡) with 𝑧 0 = ℎ(𝑥; 𝜃ℎ).

• Neural LNSDE: Neural Linear Noise SDE

d𝑧 𝑡 = 𝛾 𝑡, ҧ𝑧 𝑡 ; 𝜃𝑡 d𝑡 + 𝜎 𝑡; 𝜃𝜎 z t d𝑊(𝑡) with 𝑧 0 = ℎ(𝑥; 𝜃ℎ).

• Neural GSDE: Neural Geometric SDE

d𝑧 𝑡

𝑧(𝑡)
= 𝛾 𝑡, ҧ𝑧 𝑡 ; 𝜃𝑡 d𝑡 + 𝜎 𝑡; 𝜃𝜎 d𝑊(𝑡) with 𝑧 0 = ℎ(𝑥; 𝜃ℎ).

- The proposed Neural SDEs are theoretically well-defined SDEs, with carefully

designed drift and diffusion functions. Therefore, the stability of the proposed Neural

SDEs, Neural LSDE, Neural LNSDE, and Neural GSDE, is guaranteed.

- Empirically, the proposed methods outperform existing techniques in a variety of

tasks including interpolation, forecasting, and classification.
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