SSSIIXYY
S5 \\.... .
£ N
B NN
g A8 8N )
4, 2NN,
g3 G Qe ENT D i
434 g @
Q XY=
AN

q \\“-‘w":. 47 . . .
Qren- Tsinghua University

X

Language Model Decoding as Direct
Metrics Optimization

ICLR 2024
Haozhe Ji, Pe1 Ke, Hongning Wang, Minlie Huang

CoAI Group, Department of Computer Science, Tsinghua University



Background
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@ Problem: Decode from language models (LMs) to produce human-like texts.

@ Motivation: Two mis-specifications of the LM's distribution:

@ (i) The unreliable long tail [Holtzman et al., 2020]

¢ The low-probability samples are noisy, incoherent.

@ (ii) The degenerated mode [Welleck et al., 2020]
¢ The highest probability samples are repetitive and

exhibit low diversity.
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@ Existing solutions focus on "one end of the spectrum” with ad-hoc designs.

@ (i) The unreliable long tail [Holtzman et al., 2020]  Ptet

ﬁ

¢ Sample from the truncated distribution with

different criteria, e.g., top-k, top-p, typicality, etc.

]
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@ (ii) The degenerated mode [Welleck et al., 2020]  pttext
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¢ Search with contrastive objective to penalize repetitive

patterns, e.g., repetitive tokens, n-grams, embeddings. A N
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@ Our solution: Correct the LM distribution by aligning with human distribution
on metrics that reflect the mis-specifications, e.g., coherence, repetition, etc.

@ Input:
# (i) LM distribution py (ii) K metric functions f;(-) (iii) samples from human distribution p,

® Goal:

¢ Correct the LM distribution py to align with human distribution p; on the set of metrics
{f}, with minimal deviation from p.

P(text) P(text)
» s
— | 0SS < - f1 fk
| Correct o
e Sy — pe — N T R il T
ree——e——e——————— sttt s o e T T T T 0 Ty text
Sorted Probability of text Sorted Probability of text




Method

S

® Formulation:

¢ Finding the optimal decoding distribution ¢, , that solves the constrained optimization

problem.

gopt = argmin Dky(q||pe)
q€P

s.t. E@NQ[fk(ﬁ:)] — E-’Bdi [fk(w)]v ke {17 I 7K}7

¢ Alignment on set of metrics {f, }K :

» K constraints that match the expected metric scores on the generated texts with the
human texts.

* Sampling from ¢, produces texts that are human-like as evaluated by the metrics.
¢ Minimal deviation from p,:

* Minimize the reverse KL between g and p, to avoid over-optimization.
* Reverse KL encourages q to seek the mode of p, while avoiding its long tail.
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@ Solving the optimization problem:

¢ The optimal decoding distribution ¢,,; has an analytic form defined as an energy-based
model (EBM).

Proposition 1. The distribution that solves the optimization problem (1) is in the form of:

Do () o po () exp [— E,,(a:)], Vz € S(po. ) 2)

where E,, () = p' f(x) and S(p) = {x : p(x) > 0} is the support of distribution p. p € R is

determined by the constraints in (1, '}

¢ The EBM is parametrized by the product of an auto-regressive LM py and an exponential

energy term exp[ —u' f(z)].

¢ Two remaining problems include:
* Determining the coefficient p© = {1t s
« Sampling form the EBM
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@ Theoretical guarantee of perplexity improvement

¢ The optimal decoding distribution ¢, , improves the perplexity of the original LM
distribution p, on human texts.
Proposition 2. The optimal solution q.pt of the optimization problem (1) satisfies:

1. S(qopt) 2 S(pa), where S(p) = {z : p(x) > 0}.
2. H(pa,qopt) = H(pa,ps) — Dxr(qopt||Pe), where H(p,q) = — >, p(x)log q(x).

¢ Statement 1establishes the feasibility of computing the perplexity of ¢,

 Existing heuristic decoding methods, e.g., truncation-based sampling and search
methods are infeasible to calculate perplexity due to their sparse supports.

¢ Statement 2 reveals a non-negative perplexity (PPL) improvement of Jopt OVEr Dy

PPL(qop;) = 2H(Pa:90pt) < PPL(py)= 2H(Pa:Pe)
* As a distribution-lever evaiuation, tne rrL improvement justifies that ¢, is generally a
better approximation of the human distribution than p,.

—6—
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. o« o K : T .
® Determine the coefficient 1 = {1k }i—1 Algorithm 1 fu,,; estimation with WIS

Input: py, F', learning rate «

¢ Find u that satisfies the K constraints Output: piop:
: Initialize p randomly

—_—

: Sample trajectories {Z*}Y ; ~ py

R 2
E:ﬁwq[fk(m)] = ]Ea:fvpd [fk(m)]a ke {17 U 7K} 3: repeat
4 F o Zimiep(CEL(@))FE)
. . . . ‘\r_lex —-E,(z*
- 1. Estimate by weighted importance sampling (WIS) 5 e z:v z}l “1( ))13‘/F||2
: -« =11 —
¢ 2. Minimize the error between LHS and RHS - Convergence“ = ’

T Mopt < p

® Sampling from the EBM

¢ A Sampling-importance-resampling (SIR) approach  Algorithm 2 Conditional Sampling with SIR

* 1. Draw M samples from the LM py given prefix Input: pg, E,., prefix ®<s,, M, 7
Output: continuation T,

1: fori < 1to M do > In parallel
2 Sample @i, ~pj(le<,)

3 Compute w;  exp(—E,(T<t,, £%;,))

4: end for
5
6

2. Calculate the importance weight e ' I
» 3. Resample from the empirical distribution

¢ When M is finite, we empirically sample from py

: Sample 7 ~ Cate orical(—?“l— W )
P ; g ;'\il w;’ ’ szi1 w;
J

with a temperature 7 to increase convergence. . Set @y, — 2,

I 7 L



Experiments

@ Datasets: Wikipedia (Wikitext-103), News (Wikinews)
® Models: GPT-2 XL (1.5B), OPT-6.7B

® Metrics:
¢ Repetition [Welleck et al., 2020]: seg-rep-n (n=2,3,4), tok-rep-I (/=8,12,32)
¢ Coherence [Su et al., 2022]: Cosine similarity between embeddings of z;  and z-;_
¢ Diversity [Li et al., 2022]: Aggregated n-gram diversity
¢ Information [Braverman et al., 2022]: Exponential of entropy rate evaluated by an LM

¢ MAUVE [Pillutla et al., 2021]: Distributional similarity between two sets of texts

S
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Experiments

® Main results:

Method Wikipedia News

| sR-4 TR-32 coH DIV € MAU | SR-4 TR-32 coH DIv N MAU AN,

Reference | 048  21.3 623 925 232 - | 029 187 666 941 13.8 -
Greedy 609 655 602 803 229 597 | 532 582 638 132 219 652 398
Top-k 2.11 234 609 878 101 778 | 095 203 647 917 817 963 3.6
Sampling = | Nucleus 1.19 200 573 924 173 783 | 0.80 187 60.8 935 110 953 23
Q| Typical 0.81 174 549 945 30.1 787 | 042 169 572 953 182 95.0 3.9
Search % CD 1.31 282 687 89 755 7718 | 063 232 712 905 6.55 95.1 5.8
CS 178 230 569 90.6 525 833 | 0.77 192 636 941 418 957 4.9
DAEMON | 042 225 625 922 228 881 | 018 187 663 945 137 974 0.3

¢ Generally, sampling methods are worse in coherence, search methods are worse in

diversity and repetition.

¢ Our method (Daemon) achieves the lowest A__; averaged on all metrics and attains the
highest MAUVE score.




Experiments

® Other results:

¢ Perplexity evaluation

Model ; . :
ori imp | ori

Wikipedia News
imp

GPT-2 XL | 23.1 22.0 | 139
OPT-6.7B | 164 16.2 | 10.8

13.1
10.2

Consistent perplexity improvement

across models and datasets

¢ Human evaluation

DIV

ours vs 'Fluency C_oherence Inf9rmativeness
| Win Lose Win Lose Win Lose
CD 0.54 0.35 0.48™ 0.36 0.48*  0.27
CS 0.53* 0.34 0.47* 0.29 0.41 0.33
Nucleus | 0.54* 0.33 0.66™ 0.15 045"  0.30
Typical | 0.53* 0.30 0.62* 0.19 0.44* 0.23

94
88 |

82
Nucleus
DAEMON

76 | s

FRGrT BT

Temperature |

Reference

70 Lol

55 56 57 58 59 60 61 62 63 64 65

* Tuning temperature yields a better

S

¢ Evaluating the coherence-diversity trade-off

100 [T T[T YT

frontier of coherence and diversity that

dominates the baseline methods.
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® We propose to frame decoding from LM as an optimization problem, which
finds the optimal decoding distribution that align with human distribution on
multiple metrics.

® We prove the optimal decoding distribution is guaranteed to improve the
perplexity of the original LM, indicating a general improvement of
approximating the human distribution.

@ Finally, our extensive empirical results demonstrate that our method achieves
better performance of alignment with human texts on multiple metrics, and
superior quality-diversity trade-off.



