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� Problem: Decode from language models (LMs) to produce human-like texts.

� Motivation: Two mis-specifications of the LM’s distribution:

� (i) The unreliable long tail [Holtzman et al., 2020]
u The low-probability samples are noisy, incoherent.

� (ii) The degenerated mode [Welleck et al., 2020]
u The highest probability samples are repetitive and

exhibit low diversity.

I don’t know. I don’t know … 

I don’t tell what 
Bolivian Cavalleros …
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� Existing solutions focus on ”one end of the spectrum” with ad-hoc designs. 

� (i) The unreliable long tail [Holtzman et al., 2020]
u Sample from the truncated distribution with 

different criteria, e.g., top-k, top-p, typicality, etc.

� (ii) The degenerated mode [Welleck et al., 2020]
u Search with contrastive objective to penalize repetitive

patterns, e.g., repetitive tokens, n-grams, embeddings.
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� Our solution: Correct the LM distribution by aligning with human distribution 
on metrics that reflect the mis-specifications, e.g., coherence, repetition, etc.

� Input: 
u (i) LM distribution 𝑝𝜃 (ii) K metric functions 𝑓𝑘(⋅) (iii) samples from human distribution 𝑝𝑑

� Goal: 
u Correct the LM distribution 𝑝𝜃 to align with human distribution 𝑝𝑑 on the set of metrics 

𝑓𝑘 𝑘=!
𝐾 with minimal deviation from 𝑝𝜃.

𝑝𝜃 𝑝"

𝑓1 𝑓"… 𝑓1 𝑓𝑘…

Correct
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� Formulation: 
u Finding the optimal decoding distribution 𝑞opt that solves the constrained optimization 

problem.

u Alignment on set of metrics 𝑓𝑘 𝑘=1
𝐾 : 

• K constraints that match the expected metric scores on the generated texts with the 
human texts. 

• Sampling from 𝑞opt produces texts that are human-like as evaluated by the metrics.

u Minimal deviation from 𝑝𝜃:
• Minimize the reverse KL between 𝑞 and 𝑝𝜃 to avoid over-optimization.
• Reverse KL encourages 𝑞 to seek the mode of 𝑝𝜃 while avoiding its long tail. 
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� Solving the optimization problem: 
u The optimal decoding distribution 𝑞opt has an analytic form defined as an energy-based 

model (EBM).

u The EBM is parametrized by the product of an auto-regressive LM 𝑝𝜃 and an exponential 
energy term exp[−𝜇⊤𝑓(𝑥)]. 

u Two remaining problems include:
• Determining the coefficient 
• Sampling form the EBM
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� Theoretical guarantee of perplexity improvement
u The optimal decoding distribution 𝑞opt improves the perplexity of the original LM 

distribution 𝑝𝜃 on human texts.

u Statement 1 establishes the feasibility of computing the perplexity of 𝑞opt
• Existing heuristic decoding methods, e.g., truncation-based sampling and search 

methods are infeasible to calculate perplexity due to their sparse supports.

u Statement 2 reveals a non-negative perplexity (PPL) improvement of 𝑞opt over 𝑝𝜃

• As a distribution-level evaluation, the PPL improvement justifies that 𝑞opt is generally a 
better approximation of the human distribution than 𝑝𝜃.
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� Determine the coefficient
u Find 𝜇 that satisfies the K constraints

• 1. Estimate by weighted importance sampling (WIS)
• 2. Minimize the error between LHS and RHS

� Sampling from the EBM
u A Sampling-importance-resampling (SIR) approach

• 1. Draw M samples from the LM 𝑝𝜃 given prefix
• 2. Calculate the importance weight 𝑒−𝜇⊤𝑓

• 3. Resample from the empirical distribution

u When M is finite, we empirically sample from 𝑝𝜃
with a temperature 𝜏 to increase convergence.
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� Datasets: Wikipedia (Wikitext-103), News (Wikinews)

� Models: GPT-2 XL (1.5B), OPT-6.7B

� Metrics: 
u Repetition [Welleck et al., 2020]: seq-rep-n (n=2,3,4), tok-rep-l (l=8,12,32)

u Coherence [Su et al., 2022]: Cosine similarity between embeddings of 𝑥≤#! and 𝑥$#!
u Diversity [Li et al., 2022]: Aggregated n-gram diversity 

u Information [Braverman et al., 2022]: Exponential of entropy rate evaluated by an LM

u MAUVE [Pillutla et al., 2021]: Distributional similarity between two sets of texts
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� Main results:

u Generally, sampling methods are worse in coherence, search methods are worse in 
diversity and repetition.

u Our method (Daemon) achieves the lowest Δref averaged on all metrics and attains the 
highest MAUVE score.
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Search
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� Other results:
u Perplexity evaluation

u Human evaluation

Consistent perplexity improvement 
across models and datasets

u Evaluating the coherence-diversity trade-off 

• Tuning temperature yields a better 
frontier of coherence and diversity that 
dominates the baseline methods.
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� We propose to frame decoding from LM as an optimization problem, which
finds the optimal decoding distribution that align with human distribution on 
multiple metrics.

� We prove the optimal decoding distribution is guaranteed to improve the 
perplexity of the original LM, indicating a general improvement of 
approximating the human distribution.

� Finally, our extensive empirical results demonstrate that our method achieves 
better performance of alignment with human texts on multiple metrics, and 
superior quality-diversity trade-off. 


