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Knowledge Distillation (KD)

Goal: Transfer knowledge from a teacher model into a smaller
student model.

Why: Deployment of “large” models often limited by their inference cost
or memory footprint.
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The generic framework of teacher-student knowledge distillation training. (Image source: Gou et al. 2020)



https://lilianweng.github.io/posts/2023-01-10-inference-optimization/%E2%80%9Dhttps://arxiv.org/abs/2006.05525%E2%80%9D

KD for LLMs: Distribution Mismatch (Exposure Bias)

Expert trajectory
Learned Policy

Existing KD methods typically
train on a fixed dataset of o
No data on /

output sequences.

how to recover

This results In a
train-inference mismatch.

See DaggER. A Reduction of Imitation Learning and Structured Prediction to No-Regret Online Learning.



KD for LLMs: Model Capacity Mismatch

f student Is often not expressive enough to fit the teacher’s distribution,
standard KD objective can lead to unnatural student-generated samples.

Supervised KD = KL(Teacher || Student), which is mode-covering.
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RL-Inspired Soft-Distillation: On-Policy GKD

1) On-policy Data: Sample self-generated output sequences from the
student model.

2) Feedback: Run inference on the teacher to get logits on student
generated sequences (what teacher would predict given some text).

3) Supervised Training: Minimize mismatch (e.g., KL-divergence) between
student and teacher token-level logits.



SFT Results with GKD

Setup:

e One SFT task (eg summarization, translation)
e Teacher = big LM fine tuned on the task
e Student = small LM fine tuned on the task

e Goal = close the performance gap between the two



SFT Results with GKD

On-Policy GKD consistently improves over common distillation approaches
(SFT, SegKD, Supervised KD) on different tasks.
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XSum (Summarization) WMT (Translation) GSM8K (Reasoning w/ CoT)
(}I 2| ———————— T é-)SL_(Tg.a_C.h_er) ~ 28 0| S B 30 s s e e e o K
LL] > - . .'f-D'
O LUl S 25
2 20 = 27.5 5
O &) 2
E V >y 0 @ 20
() 18 8 ' ~
ot © E 15
% C 26.5
16 - >
S O S 10
S ‘= 26.0 —
Y— Q -
C 14 0 O 5
9 25.5 <
T5-Small T5-Base T5-Large T5-Small T5-Base T5-Large T5-Small T5-Base T5-Large
(77M) (250M) (800M) (77M) (250M) (800M) (77M) (250M) (800M)
Student (params) Student (params) Student (params)

On-Policy Distillation of Language Models: Learning from Self-Generated Mistakes. Agarwal*, Veillard* et al. ICLR 2024.



GKD + RLHF: A Natural Combination



GKD + RLHF: A Natural Combination

RL for LLMs Is regularized towards the initial policy.

Instead, regularize towards the teacher: combine the two objectives !
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Conclusion and thanks!

e Takeaway message:
o If you distill LLMs for an SFT task, do it on the student distribution

e Come visit us at the poster !
o Friday, 4:30 pm, Halle B




