
SparseFormer: Sparse Visual Recognition via Limited Latent 

Common-used vision networks involve dense units,

    pixels in ConvNets or patches in vision transformers,

But here comes some issues, including

1) redundant compute for uninformative backgrounds;

2) soaring compute and memory footprint w.r.t. scaling resolutions, 

especially in vision transformers;

SparseFormer

Experiments

Motivation

Experiments

Inspired by Perceivers and detection transformers,
1) We move basic units in vision transformers into the latent space

2) We exploit limited latent tokens to perform vision transformers.


The number of latent tokens is highly limited

We can even use 9 latent tokens to recognize an img!   

   i.e., 74.5 top-1 acc on ImageNet-1K

Sparse Latent Tokens
Can we avoid dense units in vision modeling?

Ziteng Gao1     Zhan Tong2     Limin Wang3     Mike Zheng Shou1 
1 Show Lab, National University of Singapore 

2 Ant Group 
3 Nanjing University 

SparseFormer = latent tokens + focusing transformer + cortex transformer

1) Latent tokens = Latent embeddings + RoIs


2) Focusing transformer = MHSA + RoI Adjusting + Feature Sampling + FFN 

3) Cortex transformer = standard transformer = MHSA + FFN

(II) VideoSparseFormer on Kinetics-400(I) SparseFormer on ImageNet-1K

(III) Scaling Up SparseFormers

(IV) Ablation on key designs in SparseFormers

<-  SparseFormer

OpenReview link

<-  Code and checkpoints are available at  
https://github.com/showlab/sparseformer

Ziteng’s twitter: @ziteng_v

Kindly also check our follow-up work!!


“Bootstrapping SparseFormers from Vision Foundation Models” in CVPR 2024 


