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LLM with Access to Non-parametric Knowledge
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Can we improve RALMs via instruction tuning s.t.  

A. The LLM can learn to better utilize the retrieved content in context

B. The retriever can find more information relevant to the LLM

Concurrent related work:  
Leo et al. 2023. SAIL: Search-Augmented Instruction Learning.
Asai et al. 2023. Self-RAG: Learning to Retrieve, Generate and Critique through Self-Reflection.
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Experiment Setup
• LM initialization: Llama 65B
• Retriever initialization: DRAGON+ (Lin et al. 2023)
• Retrieval Corpus: 399M text chunks

• 37M chunks from Wikipedia 2021(Izacard et al. 2022)
• 362M chunks sampled from the 2017-2020 CommonCrawl dumps

• RA-DIT training data:

Knowledge 
Utilization

Contextual 
Awareness
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Conclusion
• Fine-tuning with retrieval augmentation is an effective approach that can 

improve the LLM, the retriever as well as their integration.

• See the paper for more ablations and discussions!

@ICLR 2024


