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Representation learning promises to solve different tasks.
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Contrastive RL for goal-reaching problems
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MC InfoNCE fails to do combinatorial generalization. (didactic example)

MC InfoNCE
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|dea of temporal difference (TD) InfoNCE
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In tabular settings, our method increases sample efficiency by up to

1500x



o
On online benchmarks, our method achieved 15 /o higher success rate.

o
On offline benchmarks, our method achieved 9 /o higher success rate.



TD InfoNCE is especially efficient in stochastic settings.
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Prior method implicitly
assumes that dynamics
are deterministic.




Connections and future directions.

Video, code, and paper!

https://chongyi-zheng.github.io/td_infonce



