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Motivation



FPN to CMFPN



CMFPN latent map:

Calibrated backbone feature maps:

Context:

Context meets latent maps:
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Results (OD)



Results (IS)



Conclusions

• FPN fuses multiscale features but it brings suboptimal context to 
the detection heads.

• CMFPN resolves these issues by modeling the context separately.
• Results show consistent performance on different backbones and 

object sizes.
• CMFPN will be extended by novel context-aware selective 

attention.
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