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TL; DR
paper

Proposed a GNN alternative learning framework for a graph with features.

Settings
Features

Feature A
Feature BLearn a graph and features associated with vertex

Ex1. Molecules:  
Vertex as atom, edge as connection, and feature as the 
kind of atoms 

Ex2. Citation Networks such as Cora

Proposed Algorithm (Resistance Transformation) 

Modern approach to this setting is using GNNs.
Do we have an alternative to GNNs?

1. Represent vertex  as  i vi := XL−1/2
b ei

2. Train with any vector-based model incl. SVM or NN models 
f = YourNiceVectorBasedModel({vi}i∈Train)

Typically pseudo-inverse costs  but well approximated by O(n3) O(m)

Justification via Connections between spectral clustering and -meansk

 
: graph Laplacian.  

 
: features at  
: coordinate at 

Lb := L + b1⊤1
L
X := (x1, …, xn)
xi i
ei i

Featureless setting (where )X = I
-means using effective resistance = -means using ResTrank k

argmin{Vℓ}ℓ∈[k] ∑
ℓ∈[k]

∑
i,j∈Vℓ

r(i, j)
|Vℓ |

= argmin{Vℓ}ℓ∈[k] ∑
ℓ∈[k]

∑
i∈Vℓ

∥vi − μℓ∥2
2

Experiments
Vertex Classification tasks

Graph Classification tasks

Ours is better for heterophilous datasets even with non-NN methods (SVMs!)

Heterophilous datasets

: a clustering result{Vℓ}ℓ∈[k]

-means using ResTran = Spectral Clusteringk

Graph with Feature Setting: We have more in the paper.

r(i, j) = ∥vi − vj∥2
2 is an effective resistance andr(i, j)

argmin{Vℓ}ℓ∈[k] ∑
ℓ∈[k]

∑
i∈Vℓ

∥vi − μℓ∥2
2 = argmin{Vℓ}ℓ∈[k]

SC({Vℓ}ℓ∈[k])

 is connected to spectral clusteringvi


