ResTran: A GNN Alternative to Learn A Graph with Features
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Proposed a GNN alternative learning framework for a graph with features.

Features

Learn a graph and features associated with vertex
-X1. Molecules:

Vertex as atom, edge as connection, and feature as the
kind of atoms

-x2. Citation Networks such as Cora

Modern approach to this setting is using GNNSs.

Do we have an alternative to GNNs? L =L+bl1"1
: . . L: graph Laplacian.
Proposed Algorithm (Resistance Transtormation) X :=(X{,...,X,)

: o ~1/2 X.: features at 1
1. Represent vertex 1 as v; := XL, '“e, e coordinate at i

2. Train with any vector-based model incl. SVM or NN models
f = YourNiceVectorBasedModel({V;};c1,in)

Typically pseudo-inverse costs O(n°) but well approximated by O(m)

Vertex Classification tasks

Heterophilous datasets

Type cora citeseer pubmed chameleon squirrel actor
GCN GNN 799 +09 674+1.1 838404 327+20 235+1.1 259409
GAT GNN 749 +42 676101 828+0.2 328+ 18 234+13 264109
SGC GNN 793+17 702+08 67.9+18 318 £ 1.8 235+£08 260038
ResTran + LP Non-NN 30606 206+46 395+14 20308 200x£03 223128
ResTran + SVM | Non-NN 49.1 5.7 455+6.7 765122 33658 31909 294+09
ResTran + VAT NN 776 £25 68.7+1.1 828 +0.7 34014 277+35 278x12
ResTran + AVAE NN 782+ 18 71.7+1.0 83.9+0.7 40.7 14 324+:08 295+t13
Graph Classification tasks
Type | MUTAG ENZYMES NCI1 PROTEINS BZR
GIN GNN | 89.4+5.3 46.3+3.6 78.5+0.7 76.8+5.5 88.81+4.1
ResTran + MLP NN 89.51+3.7 45.7+4.0 77.51£2.4 78.413.7 89.813.2

Qurs Is better for heterophilous datasets even with non-NN methods (SVMs!)

Justification via Connections between spectral clustering and k-means

Featureless setting (where X = [) {V,} sepi: @ clustering result

k-means using effective resistance = k-means using ResTran
. r(i, j) .
argmingy,), ., 2, Y T = aemingy o 2 D Ivi— well:

celk] ijev, Vel celk] ieV,
r(i,]) is an effective resistance and r(i,j) = ||v; — vjlI3

k-means using ResTran = Spectral Clustering

. 2 _ .
Aty ) Z Z [ V; — uell5 = argmln{vf}fe[k]sc({Vf}fe[k])
celk] eV,

V; is connected to spectral clustering
Graph with Feature Setting: We have more in the paper.




