
Objective (Inspired by DPO):

3. Vulnerabilities!
● Prefilling Attacks (Andriushchenko et al., 2024; Haize Labs, 2024; Vega et al., 2023)

○ Prefill a non-refusal prefix
● Optimization-based Inference-Time Jailbreaks (Zou et al., 2023b; Andriushchenko et al., 2024)

○ Methods like GCG used shallow surrogate objectives
● Fine-tuning attacks (Qi et al., 2023; Zhan et al., 2023)

○ Actually perturb the first few tokens the most

2. Current Safety-aligned Models Exploit This Shortcut:
● Aligned and base models diverge mostly in the first few tokens

over harmful answers.
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Current alignment methods primarily adapt the base model’s generative distribution 
only over the very first few output tokens to induce a basic refusal response.

Token-wise KL Divergence at each token position k:

1. A “Safety Shortcut” Exists: Even unaligned models only need a refusal prefix to appear “safe”.

What If the Safety Alignment Were Deeper?

What If the Initial Tokens Were Protected Against Fine-Tuning?

Larger means stronger protection

Imposing Strong Constraints
on the First 5 Tokens Mitigates
the Fine-Tuning Attack


